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Instructions: Answer FIVE (5) from SIX (6) questions.

Ql Based on the following scenario:

A credit card company wants to promote their new credit card. Due to
mailing costs, the company decided to send the promotional- materia]
to a l-imited number of credit card ho1ders. Due to its popuJ-arity,
the company decided to use data mining techniques to find out what
attributes which can group the customers into two or more clusters.
The company can then check historical- records to determine which
group is more likeJ-y to have higher acceptance of the offer. Based on
that, the company may decide to mai] the promotional material- to a
part.icular group of people only.

(a)

(b)

Why data mining technique is suitable for this scerurrio?
(5 marks)

Explain which training (supervised or un-supervised) is applicable for clustering task
in this scenario.

(5 marks)

Outline FIVE (5) challenges of data mining.
(10 marks)

Q2

(c)

Today, Cross Industry Standard Process (CRISP-DM) is the industry standard methodology
for data mining and predictive analytics. This methodology defined and validated a data
mining process that is applicable in diverse industry sectors. This methodology makes large
data mining projects faster, cheaper, more reliable and more manageable. Even small scale
data mining investigations benefit from using CRISP-DM.

(a) Differentiate T\ilO (2) reasons why there should be a standard process in data
mining

(2 marks)

(b) Discuss THREE (3) benefits of using CRISP-DM.
(6 marks)

(c) Explain SIX (6) steps of CRISP-DM.
(12 marks)
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Based on the following scenario:

Data are raw facts, number or text that can be processed by acomputer. Data can exist in any kind or format. Due to the ease ofdata colJ-ection, organj-zations are accumulating vast and growr_ng
amounts of data in different formats and in different datarepositories. one of the key issues in data mining is the dataquality since 808 of mining efforts often spend their time on dataquality improvement. That is why pre-processr-ng data is very critical
and needed since thi-s process wil-l- j-ncrease the accuracv of data
mining techniques.

(a)

(b)

(c)

Describe FOUR (4) kinds of data quality problems.
(4 marks)

Outline ONE (1) solution for each data quality problems in e3(a).
(4 marks)

A data string is given in Figure Q3. Analyze the pre-process the data into a new data
set with [0 . 1, 0 . 9 ] range by considering data smoothing and data normalization
formula (Equation l).

D',1i1:
D(i)-min(D) * (upper -lower)+lower (Equation l)

max(D) - min(D)

Figure Q3
(12 marks)
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Q4 Based on the following scenario:

A study on customer expenses is conducted and a dataset is given 1n
Table 1. The study shows either customer will buy a computer or not.
The decision or the dependent variabl-e is identified in the l_ast
col-umn. Summary of al-l- the entropy calculation are tabul-ated in Tab1e
2, 3 and 4.

Table 1: Customer dataset

1

2

4

5

6

7

I
9

10
11
I2
13
I4

<:30
<:3 0

31...4 0
>40
>40
>40

31...4 0
<:3 0
<:3 0
>40

<:3 0

31...40
31...4 0

>40

hi ah

High
Hi-qh

Medium
Low
Low
Low

Medi-um
Low

Medi-um
Medium
Medium

Medium

No
No
No
No

Yes
Yes
Yes
No

Yes
Yes
Yes
No

Yes
No

t aar
Good
fair
fair
Fair
good
good
f ^ { -!af!

fair
fair
good
good
fair

No
No

Yes
Yes
Yes
No

Yes
No

Yes
Yes
Yes
Yes
Yes
Noood

Table 2: Entropy information for root node

Age 0.0935
fncome 0.6110
Student 0.3885

Credit ratinq 0.5922

Table 3: Entropy information for the branch attribute (<:30)

Income 0.4000
Student 0

Credit ratinq 0.9510

Table 4: Entropy information for the branch attribute (>40)

fncome 0.951
Student 0.951

Credit ratinq 0

v
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(a) Outline a decision tree using the entropy measure given.
(8 marks)

(b) Convert the decision tree in e4(a) to a production rules.
(8 marks)

(c) Analyze the result of a customer with age greater than 40 and with fair credit rating
(4 marks)

Qs Based on Figure Q5:

.* ot

*Pr

Figure Q5

(a) Discuss the term cluster analysis.

(4 marks)

(b) Outline the dendogram for hierarchical clustering as illustrated in Figure Q5.
(10 marks)

(c) Characteristics of the input data are important in cluster analysis. Differentiate
THREE (3) of those characteristics. 

)..

(6 marks)
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Q6 Based on the following scenario:

Malaysian oil pal-m industry is having a major problem in detecting
symptoms of disease cause by fungus that destroys thousands hectares
of Malaysia oir parm pJ-antings every year. only 10,000 raw data had
been colfected manually in order to diagnose the s)rmptoms whetherj-nfected, non-infected or neutraf. Some major attributes that express
the disease symptoms had al-so been identified as fol-l_ows:
(1) The aggressiveness of fungus
(2) Size of fungus
( 3 ) Type of f ertili zer
( 4 ) Humidity
You have been chosen by MaJ-aysia palm oil- industry as data mining
expert to so]ve their problem by using neuraf network cl-assification
task.

outline Two (2) steps process needed before using neural network
classification task.

(4 marks)

Draw and label a schematic diagram of neural network architecture by
considering an optimal weights for neural network is 35.

(8 marks)

Categorize FouR (4) issues regarding evaluating classification methods.
(8 marks)

(a)

(b)

(c)


