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(a)

(b)

{c)

(d)

BEM 4133

List down four components of fuzsy logic system and describe briefly function for
each of the components

(3 marks)

In fuzzy sets, define the function of a — cut

{3 mark)
Given the triangular membership function A(x) with supporting interval x = [0, 8]
and its peak at x = 4. Draw the graph for A{X)a- s where 0.3 is the - cul value and

write down the mathematical expression of its membership function.
{6 marks)

Suppose we have following two fuzzy sets of input voltage (Iv) and speed (8)

Inprat Voltage - | 025/,05/ 10/ }

v ] 125 .25 0.500) RELY)
.Speed—{ 502 2%00+ 07 o0+ %5000

{1} Determine the efficient relation between input vollage and the speed il
cartesian product might represent this relation
{2 marks)

{i)  Table 1 shows the relationship between output voliage ((v) and speed (S).
Determine relationship between input voliage (Iv) and outpul voltage (Ov)
by using Min-Max composilional operator.

Table |: output voltage versus speed

5
150 500 | 100D | 2000

2 wi12s | 0o2% 025 .25
O.x5= Eﬁ 4 0125 | 0,25 0.5 s
& 0,125 1 025 0.s .75
B 025 | 025 0.5 l
(5.5 marks}
(i)  Determine all projection values of P = Ly x Ov
(1.5 marks)



BEM 4233

For a piven fuzzy logic system, we have the following three fuzzy rules:

Rule | IF X is smalf THEN Y 15 medium
Rule 2; IF X is medium THEN Y farye
Rule 3: [F X is large THEN Z is smail

Where small, medium and large are fuzzy sels define by:

Sesmaitaf Wr03£400 | M _medm={ 94054 +197050407 |
L=Iﬂmf={ %+U.%+1.%+ﬂ%+% }

{a) Sketch all the fuzzy sets in one universe of discourss axis.
{2 marks)

(b) IfX =35, compule and sketch the model outpul before defurzification using
Mamdani implication relation and disjunctive aggregator.

(6 marks)
{c) Calculate crisp value of Y by using Biseclor of Area (BOA} method and discrele
Centroid of Area (COA) with sample only inleger uneverse of discourse values for

Q2 (b).
{10 marks)

(dy  Consiruct the relation for the implication of Rule 2 using Mamdani implicaiion

operalor,
(2 marks)
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BEM 4233

engineer needs to design a fuzvy position comirol sysiem using the fellowing

specifications:

(a)

(b)

{c)

Each antecedeni (for E which is exror and AE which is change in error) and consequent
{AU which is change in control output) must have only 3 fuzzy sets: Negalive (N), Zero
{Z) and Positive (P).

The membership functions for the two antecedents and one consequent are already given
in Figure Q3.

Uise the Mamdani rule base, disjunctive aggregator and discrete centroid of area
defuzzyfication procedure.

Using engineering common sense, write down the most appropriate fusry control
rules in mateix fomm for this sysiem.
{4 marks)

Based on your rufes in Q3(a) above, write down all the rules that would lire and also
compuie the consequent firing angle using tnangulation for the lollowing cases:

(). E=300and AE =400

{2.5 marks)

{i). E=100and AE =20.0
{4 marks)

(n). E=-50and AE=-100
{6 marks)

Note: Your answer should be in triple form as follows [for example (N, A, Z), gar =
0.3]. Also approximaie your answer to the nearest (.1 accuracy for the membership
values.

For the case ol Q3 {b) {iii), sketch the resuliam waveform of the consequenis arx
calculate the aciual output of the fuzsy coniroller using a discreie sample of 1 for the

universe of discourse.
{3.5 marks)
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(a) Wnite down four man compotents of a biological neural networks and explain
clearly function for each of the componens.
{4 marks)

(b) The output eqguation for single layer two inputs and ene output anificial neural
networks 15 gven below:

v o PO WX+ WX, 0
" la elsewhere

Where W, and W; are weights, X; and X; are inputs, Y is cutput and © 1s threshold
value. This network will be use 1o train the AND-NOT sample below:

Xi Xz Y
-1 -1 {
-1 0 1 J

0 -1 |
0 i} 1 |

{ By using analylical method, predict the values of W, W; and b that able to
give 100% of accuracy. Justify your answer.
{5 marks)

(i)  Write down the learning algonithm (sieps) of the Percepiron neural networks,
{2 marks}

(i) Show the first epoch {means all the patterns are passed through once) what
happens to the weights when an AND NQT sample data above is 10 be
trained by the Perceptron algorithm. Use learming rate, o = 0.1 and threshold
0 = -1. Write down your answers in the following form.

lter | X, | Xz | 8§ T | Y |Wil W
o T -1 § {02]|05]
1]l -0
O . L
30l vl
4 |0 D | I
(6.5 marks)
{iv) Calculale the performance accuracy of Q4 (b) (iii).
(1.5 marks}
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Study the multifayer fully connected neural network configuration which is to be trained
using the backpropagation algonthm as shown in Figure Q5 and consider the following
assumptions/inipal parameters:

- All nenrons in layers i and & have linear activation functions and all neurons in laver
 (hidden neurcns) have tan sigmeid logistic activation functions given by -
m‘l —e H!J

Fenet, =5

) -t
£ +r

i

. All the weights between laver i and j are initiatized to 0.1 and all the weighis
between layer j and k and imtialized to 0.5, the bias is initialized to be 0.2,

. Learning parameter, 1 = 0.1 and ignore momentum term, o.

a) Develop the equations of forward propagation for this neural network.
(2.5 marks)

b) Derive the equation for the adapiation of the weights and bias between the layer x to
J and layer f 10§
{11.5 marks)

c} Caleutate the output Oy of the neural network, when the inputs are as foliows :

X =05X,=07 and X;=10.1
{3 marks)

d} With the above inputs, calculate the new AWio, AW, ABg and AB, when the tarpet

isequalto 1,
{3 marks)

A




BEM 4233

{a8)  With vour own words and appropnate sketching, describe the structure of Kehonen
Self Organizing Map (KSOM) network and explain bnefly the algorithm for
unsupervised training KSOM.

{7 muarks)

{bY By referring lo the following table, desigh an appropriate Kohonen Self Orgamzing
Map (KSOM) 1o cluster the given inpui data. In your answer, stale the appropriate
number of neurons and weights to use and sketch your KSOM. Justfy all your

decision.
[ X1 X2 Y
l ! 2
2 2 5
3 9 2
- 4 H —_— 4 .....
5 2 | 5
L6 | P
{4 marks)
{c) Using the KSOM neural networks, show the sieps and computation of the following
patiemn provided at its input
#1: 010 #2. [0

Choose competitive layer nodes = 3, initial leaming rate o = 0.3 and initial weights
were randomized as follow:

W, K. W] [03 04 06
%:!% B H’:?,}—En.z 0.1 n.a]
H, W, Wl (04 04 02

(9 marks)
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1) Cartesian product
!'LA1;.4 ZURE anf X XX )= Wﬂ.-"!h %2 I“I'.-i {x:)... F'u fx, )/
) Mamdani Implication
{u X )Apg (X))
3) Disjunctive Agpregrator
wod )= macft (IR (V) ()]
4} Discrete Centroid of Area Methed {COA)
Tuafz; hz;
i1
Zcm = -—.'—
Tralz,)
1
5) Mamdani Emplication Operator
d'c[l‘.t I:’:ll"'ﬂ [Y)] Bl {x]n “H(Y}
G} Backpropogation Derivation Chain Rule
2t .
"'l.”"lu ——H:'_}E M;K = nﬂﬂx
K E &), BNETy 5 o & M ONET
oWy, 00, ONET, AW, K" oNET, A8, ONET, &8,
aF
A . AR = —n O
M " " e,
ﬁl‘:‘ _ ﬂ.l‘.‘." l‘:'N.E.TK 6()_; E.NET"J wme 5, = 14 £= o ﬂNETJ
aW, ONET, 00, BNET, W, YT ANFT,  PH, ONET, OB,

10




